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Introduction

Surface solar irradiance (SSI) forecasting is essential for optimizing solar power operations and grid management in
the expanding renewable energy sector [1]. Current approaches face limitations: ARIMA models assume stationarity and
struggle with nonlinear patterns [2], while LSTM models lack interpretability despite capturing temporal dependencies [3].
Building on our previous hybrid ARIMA-LSTM with attention mechanism (AM) model with Bayesian optimization [4],
this study conducts a comparative evaluation with grid search optimization to validate the effectiveness of different
hyperparameter tuning strategies for enhanced SSI forecasting in renewable energy applications.

Experimental Procedures
Bhutan, a Himalayan kingdom (26°42'N-28°15'N, 88°45'E-92°25'E) with diverse
topography ranging from 90 m to 7,255 m elevation, serves as the case study [5]. The

study extends our hybrid ARIMA-LSTM-AM architecture [4] by implementing a
comparative optimization framework encompassing both Bayesian optimization and grid
search methodologies. Hyperparameter tuning was conducted using identical search spaces
for both approaches, followed by model training and performance evaluation through
K-fold cross-validation to establish the optimal optimization strategy for enhanced SSI

forecasting accuracy.

Models
Identification
(p.d.q)

No

Residual
Diagnostics

Results and Discussion
K-fold cross-validation (K=5) revealed that Bayesian optimization
substantially outperformed grid search in hybrid ARIMA-LSTM-AM model
T optimization, achieving RMSE of 5.58 W/m? versus 30.63 W/m? for
i grid search (Table 1). The 5-fold performance highlights the critical
"""""""""""" role of optimization strategy selection, with Bayesian optimization's
Prediction sequential exploration proving more effective than grid search's exhaustive
%LJ approach for this complex hyperparameter space. These findings align with the
"No Free Lunch" theorem [6], confirming that optimization effectiveness
varies across problem domains. The superior performance combines both the hybrid
architecture's strengths—ARIMA's trend modeling, LSTM's temporal dependencies, and
attention mechanism's dynamic weighting [7]—with Bayesian optimization's efficient parameter

space exploration capabilities.
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Fig. 1. General framework [4] Table 1: Hyperparameters tuned using grid and Bayesian approaches

Parameters Bayesian Approach  Grid-Search LSTM layers 1 1
Activation Function tanh tanh LSTM Units 47 64
Batch Size 64 32 Optimizer rmsprop adam
Dropout Rate 0.2200 0.02 L1 0.00043 0.001
Learning Rate 0.0005 0.001 L2 0.00034 0.0002
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